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1. Introduction

The project deals with the exploitation of image archives by using an information system that best meets the requirements of the content providers and the image users. 

The project started with a survey of the needs of users, which made clear that users are especially interested in 

1. common digitisation & documentation schema

2. support of multilingual search

3. being offered a variety of ways for searching (keyword search & thematic search)

4. "intelligent" interaction with the system

The design of the system presented in this document strongly relies on these results which we will collectively refer to as “the requirements”. In the remainder of the current section we present design decisions by describing and discussing each main system component in turn. These components concern:

· digitisation techniques and documentation schemas

· “thumbnail” and “reference” images

· standard communication protocols and data formats

· the ML-Images! Indexing system (Back-Office System)

· the ML-Images! Searching system (Multilingual Query Processing Tool)

2. Digitisation techniques and documentation schemas
In order to satisfy point 1 of the requirements, common standards and guidelines in the field of digitisation and documentation must be adopted.

A brief overview of the digitisation methods implemented by the content providers in their archives and DataBases may be summarised as follows:

ML-Images! Archive partners (content providers) possess archives organised in DataBases (DBs). These DBs have been organised using different platforms (Oracle 8i, Claris File Maker) and operating systems (MacOs, Unix, Windows). Each record of these DBs contains information on the image among which its annotation (title, captures, keywords etc).

Record structure (schema) of these DBs differs in fields’ number and the field contents (field value). This schema implementation does not follow a unique meta-data standard (like Dublin Core).

During digitisation phase each archive partner follows its own annotating method (e.g. KPA uses IPTC). Two of them (KPA, GMM) rely on manual annotation, whereas one (CHOL) is about to adopt an automatic annotating process.

Indexing techniques used by the Content Providers' annotators do not involve any thesaurus or ontology. Annotation is stored in a single language (CHOL, KPA) or two (GMM). One partner (KPA) allows for monolingual search and the other two partners for bilingual search (GMM: Italian, English, CHOL: French, English).

Several good guidelines are available to base a digitisation and documentation project on. An ultimate standard, however, does not exist as several factors should be taken into consideration. After the discussion of the outcomes of the preparatory studies, ML-Images! project team has reached the following conclusions or action lines:

i. English language has been selected as an interlingua
ii. Map image information stored in the archives into a common structure, or common representation schema, following a meta-data standard (Dublin Core)

iii. The construction of a new thesaurus has been considered essential, in an effort to unify the diverse documentation practices of the partners. This thesaurus will function as a common system of concepts and will aid both the concept-based indexing and the cross-language retrieval (cf. section 6).

iv. The above thesaurus (iii) should be translated to the six languages of the project yielding a set of monolingual thesauri, which stand into a translational equivalence relation among them.

3. Setup Consideration Issues
Common digital image specifications and description specifications will be developed for "resource discovery" from geographically distributed DataBases. In order to avoid duplicating work it is important that these specifications smoothly combine/co-operate with the existing databases. Derivative information from the Archives may be extracted to form a front end Inventory, which the end user may visit first.

An alternative to "harvesting" decentralised information systems and image collections with the help of standards, such as Z39.50, is not feasible, as currently not many information systems in the archival community support these kinds of protocols. This is mainly due to the fact that the archives of the project are typically designed for controlled access to the digital holdings so that hacking and misuse of the data is prevented.

3.1 “Reference” and “Thumbnail” image

Agreement on the specification of the ML-Images! "reference image" (the original Archive image) and the ML-Images! “thumbnail” image, required for the information system, as well as agreement on common elementary documentation elements (of a technical nature) is possible, as these specifications are sub-sets of the more extended specifications used by the local archives.

3.2 Standards for exchanging information

For the exchange of information, standard communication protocols and data formats should be used: The File Transfer Protocol (FTP) will be used to upload new or updated descriptions and images to the server of the ML-Images! System (Mirroring Techniques). Standard clients will be used for the communication between an archive and the end user regarding the ordering of photographs (e-commerce). The documentation of the images will be created in the XML standard format (eXtensible Markup Language) complying to the Dublin Core MetaData standard. Resource Description Framework [W3C-RDF] standard may also be implemented in encoding Dublin Core metadata semantic information.

4. The ML-Images! System

Derivative versions of the content providing archives (DataBases) integrated in the ML-Images! Knowledge Base (cf. section 7) will play the role of an Images Inventory of the system.   This derivation may be performed automatically by the Back-Office ML-Images! System (cf. section 5).

End users will browse and search this inventory (ML-Images! Knowledge Base) and will forward their orders to the original archives (kept by the content providers) via an ML-Images! component. Purchase and payment transactions may also be performed using the ML-Images! e-commerce module.
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Figure 1. Overall System Architecture

5. The Back-Office System

The ML-Images! Back-Office System (Figure 2 and 7) will be part of the "Adminstrative Tool (AT)" of the ML-Images System.   This module will be responsible for the off line building, maintaining and updating of the ML-Images! DataBase, a major component of the ML-Images Knowledge Base.   Back-Office system will use an automated "mapping" procedure to create "derivative records" for central online access. These derivatives will be used by the ML-Images! System, which, eventually, will provide access to all the source collections (Archives/DataBases).

During the maintainance process, "Digital Master Files" will be generated from the existing archives exporting all the information that is relevant to the ML-Images! System.  In other words, from the original records only the fields which are relevant to the online access will be mapped onto the Digital Master File.  Thus, one Digital Master File will be created for each archive DataBase.

Derivative records will then be automatically extracted from all the Digital Master Files. (This can be accomplished using existing software, for instance the Fotoweb 2000.)  From each Digital Master File record one record is generated as a derivative.   All derivatives are sent to the ML-Images! server by the standard Internet protocol FTP.  The derivatives will be built in compliance with the meta-data standard Dublin Core, whereas the original archives (DataBases) are unlikely to conform to this format.

The archive administrators, who are responsible for each local DataBase, may add, delete or replace images independently. The Back-Office System will update the ML-Images! System periodically.











Figure 2. Initial Setting-up / Back-Office System

During the Digital Master File automatic generation, from each image record stored in the original DataBases (archives) a 'Digital Master Record' will be extracted, importing to the derivative (XML file) only the fields which are relevant to the online access.  From each Digital Master Record a Derivative Record will be created. A special agent will integrate all derivative records, to build the "ML-Images! DataBase", and will relate each keyword contained to a common system of concepts. This integration or embedding is accomplished by consulting the Multilingual ML-Images! Matrix (MMM), to encode the thematic domains which are related to each image (cf. sections 6 and 7).

6. Providing multilinguality

The Multilingual Query Processing tool (see Section 8) will be used to search the image inventories in a cross-lingual way (Soergel 1997). Under this approach images can be retrieved, although their annotation language may be different from the query language.

Concept-based retrieval is implemented instead of free text searching. Under this approach textual fields (such as title, caption, related keywords, etc) are mapped onto a special data model, the Multilingual ML-Images! Matrix" (MMM) (cf. section 6.1).

This concept-based approach is expected to increase precision and specificity.

6.1 The Multilingual ML-Images! Matrix (MMM)

At the heart of the ML-Images! System the "Multilingual ML-Images! Matrix" (MMM) is used for both indexing and searching.  This Matrix, which is actually a defined set of concepts or a simple controlled vocabulary (taxonomy), will be created by unifying information from three resources:

(1) The IPTC classification standard 

(2) thesauri which are used by the content providers; 

(3) lists of keywords used for the annotation of images in the archives (wherever that applies) and,

(4) lists of words which will be extracted by processing the textual fields of the archives (wherever that applies).

The IPTC classification standard will be used because it has served as a basis for the development of resources (2) and (3). We propose to have the ML-Images! System tuned to IPTC (rather than relying on the providers’ thesauri only) because we want to make sure that the ML-Images! System will be able to adapt to whatever (international) developments concerning the IPTC standard and its uses. KPA and GMI have provided data for the resources (2) and (3).   Images from the KPA Archives are annotated in German and the images from GMI in Italian and English. The data for the resource (4) will be delivered to ILSP, who are responsible for the multilingual component of the project. 

6.2 Utilization of the Multilingual ML-Images! Matrix (MMM)

The Multilingual ML-Images! Matrix (MMM) will be used as a knowledge base module for:

· The integration (embedding) of all derivative records imported to the ML-Images! DataBase.  They will be related to one or many thematic domains by generating a new indexing field, named "Concept id" (indexing phase) (cf. Figure 2 and Figure 7).
· The automatic translation of the words contained in the end user query (searching phase) (cf. Figure 6 and Figure 7).

6.2.1 Indexing

During the building or updating phase of the ML-Images! DataBase (Back-Office System) all the keywords extracted from the source (original) archive, actually a derivative equivalent of the Digital Master File, will be checked by an agent (concept agent) against the Multilingual ML-Images! Matrix (MMM).   MMM will enrich every keyword found by a classification index, which we name Concept id.   This index will classify each keyword in turn under a thematic domain (Figure 3). This will be accomplished because MMM encodes a taxonomy or Common System of Concepts (cf. paragraph 6.3, Figure 4). The "Concept id" will be transferred along with all the relevant to the ML-Images! project fields to a new record of the generated ML-Images DB.

In Figure 3, the "Concept id" is the name of a generated multiple value field in the target ML-Images DB. This field contains as many values (indices or concept identifying codes) as the keywords contained in both the textual fields and the keywords field of the source DB record (title, caption, keywords) and occurring in the MMM. 

Derivative Record
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Figure 3. Concept Id Generation at Indexing Phase, Back-Office System

6.2.2 Searching

End users submit queries to the ML-Images! System where a special module (Multilingual Query Interface) will extract words (potential keywords) and related to them thematic domains.  Queries will follow the principles:

(1) a set of words (keywords): nouns or modified nouns, possibly in their canonical form (lemma) or inflected, typed in by the end user 

(2) words (keywords) explicitely related to a (pre)-defined taxonomy (end user points to nodes in a hierarchy of thematic domains using an appropriate (GUI) interface.

Both types of query can be translated to all the languages participating by consulting the MMM.

Each lemma in the MMM will appear in the nominative singular and plural for all languages which decline for number (in the nominals). This entails that no lemmatiser will be used for the processing of the end user query because

(1) the system asks the end users to confine themselves to adjectives and nouns

(2) end users are likely to use the nominative case, either in the singular or in the plural

As a consequence, the processing of the end user query will be faster and the mistakes possibly introduced by the lemmatiser will be avoided.

End users submit their query in their own language and the related concepts are identified in a cross-lingual way using a taxonomy of concepts in English (ontolingua).    Following this approach actual tranlation of the words is not necessary. 

6.3 Implementation of the Multilingual ML-Images! Matrix (MMM)

As previously mentioned, it has been decided to use the IPTC classification system (taxonomy) as the core of the MMM. More specifically, the MMM will rely on the combination of IPTC with the taxonomy developed by the content providers. This taxonomy resembles to IPTC. However, because the partners (more specifically KPA) have considered that the IPTC standard is actually restrictive regarding the annotation procedure, they have built their own thesaurus, which is tailored to their needs and covers their image sets. This thesaurus provides two levels for most conceptual fields. There are cases, however, when a third level is also provided. The resulting system will be processed accordingly in order to comply with the main guidelines of various keywording standards (e.g.: PACA, ANSI/NISO Z39.19-1993, ISO 5964: 1985 etc)

Furthermore, in order to enhance retrieval results, the aforementioned system will be further enriched with and structured to accommodate words occurring in the textual parts (title, caption, keyword field) of the archives. The selection of these words will be performed as follows (depending on the data offered to the project by the partners):

For the textual fields (containing running text) the following steps will be followed:

· the textual parts will be tagged and lemmatised
· a list of nominal lemmata (nouns & adjectives) ordered by frequency-of-occurrence will be extracted from the tagged and lemmatised texts

· this list will be automatically matched against the database of keywords and the intersection of the two lists will be discarded from the frequency-of-occurrence list

· the top 1000 members of the residual frequency-of-occurrence list will be finally integrated into the MMM by following some general semantic principles (e.g. Cruse 1986)

If the data contain keywords only, the following steps will be followed: 

· consider as a basis the more complete part of the thesauri contributed by the partners 

· enrinch this repository with the keywords/thesauri contributed by the partners

· make it visible by the IPTC ontology

The resulting keyword list will be manually translated to all the required languages and will form the final MMM. In the following table we present a representative example of how the MMM will be structured.

The first column of each record contains the Concept id(s), which show(s) the position(s) of the given keyword in the thematic hierarchy (taxonomy). The columns next to it contain the keyword equivalents in the six languages of the project (Greek, English, German, French, Italian and Spanish).

As it was mentioned before, in the case of nominals, each word will appear in the nominative singular and plural for all languages, which decline for number (e.g. "σχολείο, σχολεία" - "School, schools" - "Schule, Schulen" - "Ecole, Ecoles" etc).

Furthermore, each set of synonymous/near synonymous words or words sharing the same denotation will be assigned to the same record (e.g. record 02 02 001). The same shouldn’t apply to cases where no synonymy relation holds between the lexical items. Rather they may be considered as different co-hyponyms of the same node. For example, the lexical items of the records "01 08 002 0001" and "01 08 002 0002" should be regarded as hyponym nodes of the higher node "church".

More precisely, each record will only contain the following fields: 

· synonyms & near synonyms e.g. "κολιέ-περιδέραιο" (necklace), "πετεινός-κόκορας" (cock)

· normal (default) type & gender alternative & morphological diminutive e.g. "γάτος-γάτα-γατάκι-γατούλα" (cat, kitten, kitty)

· morphological variants e.g."αστυνόμος-αστυνομικός" (policeman), "αδερφός-αδελφός" (brother), "Kriminalfilm-Krimi" (Murder mystery)

· lexical variants e.g. "Κοινοβούλιο-Βουλή" (Parliament)

· Acronym & Full form e.g. "T.V.-Τηλεόραση", 

· Transliterated (not always) foreign term & indigenous word e.g. "Μπάντμιντον - Πετοσφαίριση" (Badminton), "Lifestyle - Lebensstil", "Καρτούν(ς) - Κινούμενα σχέδια" (Cartoons)
Concept id
Greek
English
German
French
Italian
Spanish

01 08
κτήριο, κτήρια
Building, buildings
Gebäude




01 08 001
σχολείο, σχολεία
School, schools
Schule, Schulen
Ecole, ecoles



01 08 002
ναός, ναοί, εκκλησία, εκκλησίες
Church, churches
Kirche, Kirchen, 
Eglise, eglises



01 08 002 0001
καθεδρικός ναός, καθεδρικοί ναοί, μητρόπολη, μητροπόλεις

cathedral, cathedrals
Kathedral, Kathedralen, Dom, Dome 


Cathedral, chathedrales
duomo


01 08 002 0002
παρεκκλήσι, παρεκκλήσια
Chapel, chapels
Kapelle, Kapellen




02 02 001
χοίρος, χοίροι, γουρούνι, γουρούνια,

γουρουνάκι, γουρουνάκια,

γουρούνα, γουρούνες
pig, pigs, piglet, piglets,

sow, sows
Schwein, Schweine, Schweinchen, Sau, Säue/Sauen






06 01 020
φακός επαφής, φακοί επαφής
contact lens, contact lenses
Kontaktlinse, Kontaktlinsen




Figure 4. Structure of the MMM (a hierarchy of concepts)
The above MMM design will enhance the precision of the thematic retrieval, but requires a considerable reorganisation of the thesauri contributed to the project by the partners. ILSP will undertake this task.

Archives with different description languages will be retrieved by a single query process. Satisfactory results can be obtained only when a hierarchical controlled list of keywords, such as the MMM, is used. The MMM can be extended with additional keywords and translations. The resulting MMM will be assessed by the project partners.

6.4 Tagger

The tagger is the NLP tool, which assigns each word of a text a set of information concerning part of speech information (PoS) and various grammatical features such as number, case, gender, tense, mood etc. It will be used for the processing of the textual parts of the archives, whenever that applies (see Section 6.3).

6.5 Lemmatiser

The lemmatiser is an autonomous tool. The lemmatiser reduces inflected word forms to a canonical word form, the so-called “lemma”. It will be used to extract words for the MMM from the textual parts of the archives, whenever that applies (see Section 6.3)

6.6 MMM construction
In a nutshell, the linguistic pre-processing that is required for the ML-Images! Back-Office System is aiming at the MMM construction. This process comprises the following tasks:

1. Processing of the textual fields (running text) of the partners' archives, wherever that applies 

i. tagging

ii. lemmatising

iii. word extraction based on the frequency of occurrence

iv. integration of the extracted words into the appropriate nodes of the thesaurus

2. Processing the keyword fields of the partners’ archives, wherever that applies

i. receive the English translation of the keywords

ii. integration with the existing basic thesaurus (see point 3 below)

3. Reorganisation / restructuring of the existing IPTC thesaurus

i. to ensure compatibility with the IPTC standard

ii. to accommodate the new words (i.e. the extracted ones)

iii. to integrate the variety of the annotation keywords of the partners archives into a common structure
iv. to handle several phenomena such as synonymy, lexical & morphological variety etc.
v. to achieve a common documentation schema for future purposes

4. Translation of the resulting thesaurus to all six languages of the project

5. Updating of the MMM

iii. specifications / guidelines of the future annotation practice of the partners to converge with the ML-Images! annotation schema

iv. reapplying of the tagging & lemmatising procedures for the detection of new keywords & concepts

v. correspondent readjustments of the MMM

7. ML-Images! DataBase

The ML-Images! System is based on the ML-Images! Knowledge Base (MLKB).   This knowledge base has two major components the ML-Images! DataBase (MLDB) and the Multilingual ML-Images! Matrix (MMM).  MLDB is derived from all the archives and is common to all users.   It will be generated using derivative records of all images stored in the Content Providers' Inventory (cf. section 6).   Its structure is designed so as to conform to the Dublin Core meta-data standard.
Each ML-Images! DataBase entry corresponds to a physical image, stored in the content providers' archives. Each ML-Images! DataBase Record, instantiating an "ML-Images! Object (MLO)", will be linked to its original image, via a URL.  This link will enable online accessing this resource.

This DB, playing the role of a front end to the whole ML-Images! system, is searched first by the end users.  All successful searches are routed to the content providers' archives for an on-line access of the original images and an e-commerce transaction.

Figure 5 presents a summary table of the ML-Images! DataBase (ML-DB) record fields and their contents. The names of the fields follow the Dublin Core standard conventions.  This table will be further elaborated to include all the fields and qualifiers necessary for the modules: indexing, query and e-commerce.   

Each archive's record structure (of the content providers) will be mapped to the ML-Images DB record structure.   This transformation will be activated during the administration phase (Back-Office module) to update periodically the ML-Images DB.

Dublin Core Name 

(Label)
Proposed Contents
Description

(extract from Dublin Core)

title 

(TITLE)
title
The name given to the resource (visual) by the CREATOR or PUBLISHER

author or creator 

(CREATOR)
photographer, 
The person or organization primarily responsible for creating the intellectual content of the resource.  For example, artists, photographers, or illustrators in the case of visual resources.

subject and keywords 

(SUBJECT)
caption, keywords (including part of the field "additional keywords" of the KPA Picture24)
The topic of the resource. Typically, subject will be expressed as keywords or phrases that describe the subject or content of the resource. The use of controlled vocabularies and formal classification schemas is encouraged.

description 

(DESCRIPTION)
content descriptions (including part of the field "additional keywords" of the KPA Picture24) 
A textual description of the content of the resource, including content descriptions in the case of visual resources.

publisher 

(PUBLISHER)
ML-Images! Project
The entity responsible for making the resource available in its present form, such as a corporate entity.

other contributor

(CONTRIBUTOR)

A  person or organization not specified in a CREATOR element who has made significant intellectual contributions to the resource but whose contribution is secondary to any person or organization specified in a CREATOR element (for example, editor, transcriber,  illustrator).

date

(DATE)
date (automatically generated by the "Back-Office" System)
The date the resource was made available in its present form. Recommended best practice is an 8 digit number in the form YYYY-MM-DD as defined in http://www.w3.org/TR/NOTE-datetime, a profile of ISO 8601. In this scheme, the date element 1994-11-05 corresponds to November 5, 1994. Many other schema are possible, but if used, they should be identified in an unambiguous manner.

resource type

(TYPE)
image, interactive resource
The category of the resource, such as home page, novel, poem, working paper, technical report, essay, dictionary. For the sake of interoperability, TYPE should be selected from an enumerated list that is under development.  See DCMI Recommendation:  http://dublincore.org/documents/dcmi-type-vocabulary/

format

(FORMAT)
media-type, format features (e.g. size, resolution, etc.) of the MLO
The data format of the resource, used to identify the software and possibly hardware that might be needed to display or operate the resource. For the sake of interoperability, FORMAT should be selected from an enumerated list that is under development.  media-type, dimensions of the resource (MIME types)

resource identifier

(IDENTIFIER)
· MLO key, a unique to the ML-Images! System identifier (MLO id)

· URLs (links to the original archives)
String or number used to uniquely identify the resource.  Examples for networked resources include URLs and URNs (when implemented). Other globally unique identifiers would also be candidates for this element in the case of off-line resources.

source

(SOURCE)
A reference to the original masterpiece, for a reproduction (e.g.: the CHOL "Museum Inventory Number", the GIUNTI "Site" or "Location / Museum / Collection").
A string or number used to uniquely identify the work from which this resource was derived, if applicable. For example, a PDF version of a novel might have a SOURCE element containing an ISBN number for the physical book from which the PDF version was derived.

language

(LANGUAGE)
the annotation language (e.g. german, english, french, italian)
Language(s) of the intellectual content of the resource, conforming to ISO639. 



relation

RELATION)
"concept id" (the relationship of this resource to the ML-Images Multilingual Matrix (as a sepaatate resource)
The relationship of this resource to other resources. The intent of this element is to provide a means to express relationships among resources that have formal relationships to others, but exist as discrete resources themselves. For example, images in a document, chapters in a book, or items in a collection. Formal specification of RELATION is currently under development. Users anddevelopers should understand that use of this element is currently considered to be experimental. 

coverage

(COVERAGE)

The spatial and/or temporal characteristics of the resource. Formal specification of COVERAGE is currently under development.  Users and developers should understand that use of this element is currently considered to be experimental.

rights management

(RIGHTS)
Intellectual Property Rights (IPR), Copyright, a link to the ML-Images! e-Commerce module
A link to a copyright notice, to a rights-management statement, or to a service that would provide information about terms of access to the resource. Formal specification of RIGHTS is currently under development. Users and developers should understand that use of this element is currently considered to be experimental.

Figure 5. ML-Images! Database Record and its Fields' Description

8. Multilingual Query Processing Tool (MQPT)

The ML-Images! prototype will implement the cross-language concept (Soergel 1997) and process queries in English, French, German, Greek, Italian and Spanish.

From the linguistic point of view, queries will consist of nouns / compound nouns (such as "animal", "contact lenses") or structures consisting of an adjective and a noun (such as "domestic animals"). 

Two of the query types may be treated by this module: 

(i) a set of words (keywords), typed in by the end user, and

(ii) concept nodes. pointed to by the end user navigating through a hierarchy.

In both cases, queries will consist solely of nominal expressions.

The nominal expressions will be directed to the MMM and their translation in the languages of the project will be retrieved.

It is likely that the end users will use either the nominative singular or the nominative plural. The MMM contains both forms for each word in each language, therefore no morphological processing is required. This will speed up the response of the system with zero loss at the retrieval performance and user friendliness of the system.

8.1 Components of the Multilingual Query Interface

Multilingual Query Interface (MQI) will communicate with the ML-Images Knowledge Base (MLKB) consisting of the ML-Images DataBase (ML-DB) and the Multilingual ML-Images! Matrix (MMM). The Multilingual Query Interface (MQI) will consult these two knowledge bases and process the queries submitted by the end user (see Figure 6).

Main components of the MQI module are the following:

· Input Query Processor (IQP): it tokenises the input string and retrieves multilingual translations of the tokens by consulting the MMM. A search string is thus generated. 

· SQL Query Processor (SQL-QP): it receives as input the output generated by the Client Search System and transforms it to a valid SQL statement matching the structure of the ML-Images! DataBase.

Feedback from the MQI module may be returned to the end user for refinement and assessment. Finally this assessed valid SQL query is transferred to the ML-Images! Database for retrieval.


















Figure 6. The Multilingual Query Processing Tool (MQPT)











Figure 7. The Multilingual Query Processing Tool and the Back-Office System, sharing common resources

9. System Specifications and Design Issues

This section presents the overall ML-Images! System architecture and its functionality. Components, subsystems, modules and Knowledge Bases along with a brief account of their functions (in italics) are summarised:
1. Administrative Tool (AT)

a. BackOffice System (BOS)

Own Resources: 

Meta-Data specifications

Taggers, Lemmatisers (per annotating language, for "textual fields")
Derivative Pool (extracted from Digital Master Files)
Scripts, Automatic – Scheduled Jobs, Interactive – Supervised Administrative Tasks 

Resources: 

ML-Images Knowledge Base (MLKB), consisting of:

· Multilingual ML-Images Matrix (MMM)

· ML-Images DataBase (ML-DB)
· Archives
Function: Update ML-Images DB, integrating records from Derivative Pool.
Digital Master Files, imported via FTP (automatic mirroring), generate the Derivative Pool, all records of which are validated and converted (using Dublin Core Meta-Data standard).  Lemmatisers, where appropriate convert the words of the textual fields into lemmata.  All keywords are searched in the ML-Images Multilingual Matrix to identify a thematic domain.  Finally, imported records are integrated to the ML-DB. Administration tasks are performed on the ML-DB, automatically or manually. Custom scripts are used in the first case and supervised administration in the later case.
b. Report Generator

Function: Generate all administrative reports, Log Creation, Manipulation, Backup Logging
2. Client Tool (CT)

a. Client Search System (CSS)
Own Resources:
Keyword Processor

Thematic Processor

Similar Image Processor

Function:

Input: End User Profile information and Query (keywords, thematic domain(s), "similar images" information)

Output: Formatted (GUI) End User Query
b. Presentation System (PS)

Own Resources:

ML-Images! Database, Archives, GUI

Function:

Input: Images data drawn from ML-Images DataBase and the Archives

Output: Formatted (GUI) response to the End User (user profile, query, image data, prices, policies)
3. User Profiling and Intelligent Interaction Tool (UPIIT)

a. User Profiling System (UPS)

b. Intelligent Interaction System (IIS)

c. User Profile DataBase

 (User Profile DataBase update / retrieval)

4. Multilingual Query Processing Tool (MQPT)

a. Multilingual Query Interface (MQI)

Resources: 

ML-Images Knowledge Base (MLKB), consisting of:

· Multilingual ML-Images Matrix (MMM)

· ML-Images DataBase (ML-DB)

i. Input Query Processor (IQP)

Function: Check input query, identify natural language used, extract thematic domains ("concept ids") from the ML-Images Multilingual Matrix (MMM), generate a search string, submit it to the SQL Query Processor (SQL-QP)
ii. SQL Query Processor (SQL-QP)

Function: Check and validate search string, produce a valid SQL query, submitted to the ML-Images DB (MLDB)

5. e-Commerce Tool (eCT)

(Pricing, Payment method, transaction confirmation)

6. Watermarking Tool (WT)

7. Security Tool (CT)

Resource: 

End User Profile DB (User Profiling and Intelligent Interaction Tool)

Function: Authenticate the end user entering (logging in to) the system. End user query is then submitted to the Multilingual Query Processing Tool. 
Each end user entering the system provides his/her own personal identification information for system authentication. These data are checked against the End User Profile DB (resource of the "User Profiling and Intelligent Interaction Tool").























Figure 8. General System Architecture

MMM: The ML-Images Multilingual Matrix

10. Glossary

1. Information Providers hire Annotators and DB Administrators. These persons may be called "expert users" (Information Providers are not the End Users).

2. Caption. Due to various reasons "captions" are collected from various sources and so they may differ in descriptive power. This may not imply that they cannot be used as a DB field to be visited / searched / retrieved. On the contrary, the caption field offers a very useful piece of ("textual") information, semantically related to the relevant photo, which may be searched to increase the successful retrieval rate. 

3. Keywording, unless it is done using an industry-wide standard (e.g. IPTC, Iconclass, AAT etc) is useless. 

4. Ontology / Controlled Vocabulary / Taxonomy / List of Words (Keywords) necessary to enhance retrieval. A structure which has to be constantly updated.

5. The Dublin Core Meta-data Initiative [DCMI] established a set of meta-data to describe electronic resources in a manner similar to a library card catalogue. The Dublin Core includes 15 general elements designed to characteriσe resources.

6. Homonyms (needs further discussion by S. Markantonatou)

7. Precision (number of relevant documents in results divided by the number of retrieved objects) 

8. Recall (number of retrieved documents divided by the number of relevant objects in the collection) 

9. Specificity (level of detail of indexing of an object i.e. how fine grained is the indexing) 

10. Exhaustivity (completeness of indexing of object using available vocabulary) 
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12. Notes

Terms and definitions from "PRISM"
Authority File
One of the forms of a controlled vocabulary, in which a list of uniquely identified entities, such as companies, authors, countries, employees, or customers, is maintained over time.

Content
Content, as it is used in the PRISM specification is a non-normative term assumed to be a resource or a collection of resources.

Content Provider
A publisher, business, portal site, person or entity making content available in any medium.

Controlled Vocabulary
A list of uniquely identified terms with known meaning. The list itself has a defined maintenance procedure and restricted update access. For example, an employee database is one type of controlled vocabulary. The list of terms (staff names) is uniquely identified (employee number) and is maintained by a known procedure and staff (the HR department).

There are two major types of controlled vocabularies - authority files and taxonomies.

Meta-data
Information about a resource. In this specification, meta-data is expressed as one or more properties.

Property
A field with a defined meaning used to describe a resource. A property plus the value of that property for a specific resource is a statement about that resource [W3C-RDF].

Resource
Text, graphics, sound, video or anything else that can be identified with a URI or other identification scheme. The PRISM specification uses this term because it is not used in casual writing, so it can be used unambiguously in the PRISM specification.

Statement
An assertion about a resource. Typically, statements assert that relations such as "part of" exist between resources, or that a resource has a particular value of a property, such as a "format" of "text/html". 

Taxonomy
One of the forms of a controlled vocabulary, in which the uniquely identified concepts are arranged in a hierarchy that represents the relations between more specific and more general concepts. 

Terms and definitions from ISO 5964:1985
(Documentation - Guidelines for the establishment and development of multilingual thesauri)
indexing language: A controlled set of terms selected from natural language and used to represent, in summary form, the subjects of documents. 

NOTE - In a post-coordinate system these terms are used as "keywords" for retrieval purposes, usually without attempting to indicate their syntactical relationships. Syntactical relationships can be indicated in various ways in a pre-coordinated index, for example by printing terms in entries in an order which suggests their relative roles, and so allows the user to perceive the subject as a whole.    Despite these differences, however, both kinds of system can be based on controlled vocabularies of terms displayed and organized in a thesaurus. 

indexing term: The representation of a concept, preferably in the form of a noun or noun phrase. 

NOTE - An indexing term can consist of more than one word, and is then known as a compound term  (see 3.2). In a controlled indexing vocabulary, a term is designated either as a preferred term or as a non-preferred term. 
multilingual thesaurus: A thesaurus (see 3.16) containing terms selected from more than one natural language. It displays not only the interrelationships between terms, but also equivalent terms in each of the languages covered. 

thesaurus: The vocabulary of a controlled indexing language (see 3.7),  formally organized so that the a priori relationships between concepts (for example as "broader" and "narrower") are made explicit.

Terms and definitions from ISO 5963:1985
(Documentation - Methods for examining documents, determining their subjects, and selecting indexing terms)
document: Any item, printed or otherwise, which is amenable to cataloguing and indexing. 

NOTE - This definition refers not only to written and printed materials in paper or microform versions  (for example books, journals, diagrams, maps), but also to non-print media (for example machine-readable records, films, sound recordings), and three-dimensional objects or realia used as specimens. 
concept: A unit of thought.

The semantic content of a concept can be re-expressed by a combination of other and different concepts, which may vary from one language or culture to another. 

subject: Any concept or combination of concepts representing a theme in a document. 

indexing term: The representation of a concept in the form of either - a term derived from natural language, preferably a noun or noun phrase, or - a classification symbol.

NOTE - An indexing term can consist of more than one word. In a controlled indexing language, a term is designated either as a preferred term or as a non-preferrred term. 
preferred term: A term used consistently when indexing to represent a given concept; sometimes known as "descriptor". 

non-preferred term: The synonym or quasi-synonym of a preferred term.  

 A non-preferred term is not assigned to documents but is provided as an entry point in an index, the user being directed by an instruction (for example USE or SEE) to the preferred term; sometimes known as "non-descriptor". 

index (plural "indexes"): An alphabetical or systematic listing of subjects which refers to the position of each subject in a document or collection of documents. 

indexing: The act of describing or identifying a document in terms of its subject content. 

13. Appendix I

13.1 KPA

13.1.1 KPA DataBase Record

KPA  has made available the Picture24 DataBase, one of the DBs currently used by KPA to store images.  This DB  contains 7388 records, each of which contains the following fields (structure):

Picture ID

URL Thumbnail

URL Preview

Caption

Credit

Photographer

additional keywords

keywords

Two Example records follow:
Picture ID
125

URL Thumbnail
http://p24.contentmine.de/Pic24Archive/73183/THMB/125.jpg

URL Preview
http://p24.contentmine.de/Pic24Archive/73183/GROB/125.jpg

Caption
Fischerboot

Credit
CMI/Picture24

Photographer
73183 Hecht, Heinrich

additional keywords
Farbe, QuerFormat, MÖWE

keywords
Natur, Weite, Natur, Welle, Verkehr, Kutter, Wirtschaft, Fischerboot, Food, Fisch, Soziales, Fischfang, Tier, Wasservogel

Picture ID
4500

URL Thumbnail
http://p24.contentmine.de/Pic24Archive/73186/THMB/4500.jpg

URL Preview
http://p24.contentmine.de/Pic24Archive/73186/GROB/4500.jpg

Caption
Eisberge bei Grönland

Credit
CMI/Picture24

Photographer
73186 Heinßen, Marion und Holger

additional keywords
Farbe, QuerFormat, EISLANDSCHAFT, NORDPOL, Türkis, Eisstruktur,

keywords
Travel, Reisen, Grönland, Emotion, Ruhe, Natur, Landschaft, Natur, Eis, Natur, Eisberg, Formalia, Blau, Natur, Atmosphäre, Natur, Atlantischer Ozean, Natur, Nässe, Natur, Faszination, Natur, Kälte

13.1.2 ML-Images DataBase Record

Each "derivative record" exported from the KPA Picture24 DataBase will get a unique identification number (MLO key) and will be converted (by the Back-Office system) to an ML-Images Object (MLO), stored as a DataBase record:

Dublin Core 

Label
contents
notes

TITLE
Eisberge bei Grönland
the contents of the field "caption"

CREATOR
73186 Heinßen, Marion und Holger
the contents of the field "photographer"

SUBJECT
Travel, Reisen, Grönland, Emotion, Ruhe, Natur, Landschaft, Natur, Eis, Natur, Eisberg, Formalia, Blau, Natur, Atmosphäre, Natur, Atlantischer Ozean, Natur, Nässe, Natur, Faszination, Natur, Kälte, EISLANDSCHAFT, NORDPOL, Eisstruktur
keywords drawn from the fields "keywords" and "additional keywords" 

DESCRIPTION
Farbe, QuerFormat, Türkis
keywords drawn from the field "additional keywords" 

TYPE
image


IDENTIFIER
(e.g.: 14789) 

(http://p24.contentmine.de/Pic24Archive/73186/THMB/4500.jpg)

(http://p24.contentmine.de/Pic24Archive/73186/THMB/4500.jpg)
· MLO key (MLO id)

· thumbnail URL
· image URL


LANGUAGE
german
language used for the annotation

RELATION
"concept id"
4500
· id numbers which will be generated by the MMM, using "title", "subject" and "keywords" fields

· the KPA - Picture24 "Picture Id"

RIGHTS
CMI/Picture24


13.1.3 KPA - Picture24 Record Fields 

"URL" information occupies two fields: one for a thumbnail URL (called "URL Thumbnail") and one (called "URL Preview") for the URL of the a normal size image (adequate for the end user who may want to inspect the image and proceed or not to purchasing it).

These two fields can be included at the ML-Images DataBase and used for an  on-line access of  the picture24 images at retrieval time.

Keywords occupy two fields: 

1. "additional keywords"): it accommodates keywords related to the contents of the image 

2. "keywords": it contains already extracted keywords (they  have been extracted with a controlled vocabulary).

"Additional keywords" field: it contains keywords referring to content information and the image theme (concepts).   For example (see sample record above) keywords "Farbe", "QuerFormat" and Türkis provide content features of the image, whereas EISLANDSCHAFT, NORDPOL and Eisstruktur refer to a particular thematic domain.

" Keywords" field: it  contains keywords which have entered by the annotator manually. They have been drawn from an existing taxonomy (new KPA_thesaurus).

13.1.4 KPA - Other DataBases

KPA  has also made available the structure of one of the main DataBases used on the Web, which is annotated using the IPTC taxonomy (business standard). The DB contains textual fields ("Title", "Original Title" and "Description"):

IPTC Number
RECORD
VALUE

2/ 105
Title
Film title

2/ 40
Original Title
Original Title of the Movie or Series

2/ 103
Director 
Refers to the director of the Movie

2/ 95
Date
In case of Movie Pictures the year of the shooting; 

2/120
Description
A pure text description of what is visible on the picture.  The year the photo was taken is indicated if available

2/110
Credit
Image rights owner

2/ 25
Keywords
Field for more interpretation of the picture and/ or subjective description. This field is not visible for the customers retrieving pictures from the data base

2/ 90
TV Channel


2/ 55
Transmission Date
The date the movie will be shown on TV.

In case of pictures not foreseen for TV Listing, this field stays empty

2/ 101
Transmission Time
The time the movie will be shown on TV. In case of pictures not foreseen for TV Listing, this field stays empty.

13.2 CHOL

13.2.1 CHOL XML Files

CHOL has made available and sent about 250 records in XML format from their DataBase (under development).

A sample file / record is the following:
<?xml version="1.0" encoding="ISO-8859-1" standalone="yes" ?> 

<museum_images> 

<technical_fields> 

<record_alert /> 

<final_stock>BEAUX-ART</final_stock> 

<museum_record_id>1-1-1339-0-0</museum_record_id> 

<collection_name /> 

<museum_id /> 

<collection_type_en /> 

<museum_update_date /> 

</technical_fields> 

<copyright_fields> 

<right_note /> 

<rep_right> 

<rep_right_owner /> 

<rep_right_percent>50</rep_right_percent> 

</rep_right> 

<photographer>DUPOND</photographer> 

<obj_auth_right_manage /> 

<obj_auth_right_owner /> 

<rep_microrestrictions_en /> 

<copyright>(c) chol</copyright> 

</copyright_fields> 

<image_fields> 

<hd_museum_available>0</hd_museum_available> 

<hd_chol_available>0</hd_chol_available> 

<hd_museum_format /> 

<hd_museum_size /> 

<hd_museum_file_name /> 

<hd_museum_path /> 

<hd_museum_colour /> 

<hd_museum_resolution /> 

<hd_museum_width /> 

<hd_museum_height /> 

<hd_museum_orientation /> 

<hd_quality /> 

<hd_rarity /> 

<hd_editing /> 

<hd_scan_author /> 

<hd_scan_date /> 

<hd_scan_type /> 

</image_fields> 

<descript_fields> 

<obj_invent_num>1339</obj_invent_num> 

<obj_type>tissu pour habillement</obj_type> 

<obj_type_en>*** APPEL SYSTRAN POUR CHAINE : tissu pour habillement</obj_type_en> 

<obj_tit> 

<obj_title>Décor disposé en ligne composé de fleurs stylisées</obj_title> 

<obj_title_en>*** APPEL SYSTRAN POUR CHAINE : Décor disposé en ligne composé de fleurs stylisées</obj_title_en> 

<obj_others_titles /> 

<obj_others_titles_en>*** APPEL SYSTRAN POUR CHAINE :</obj_others_titles_en> 

</obj_tit> 

<obj_desc> 

<obj_gen_desc>19e siècle¦Décor disposé en ligne composé de fleurs stylisées et de plumes de paon sur un fond tacheté surmontant un galon fleuri.¦Forme : fragment</obj_gen_desc> 

<obj_gen_desc_en>*** APPEL SYSTRAN POUR CHAINE : 19e siècle¦Décor disposé en ligne composé de fleurs stylisées et de plumes de paon sur un fond tacheté surmontant un galon fleuri.¦Forme : fragment</obj_gen_desc_en> 

<obj_phys_desc /> 

<obj_phys_desc_en>*** APPEL SYSTRAN POUR CHAINE :</obj_phys_desc_en> 

</obj_desc> 

<obj_auth> 

<obj_author /> 

<obj_auth_info /> 

</obj_auth> 

<obj_remark /> 

<obj_remark_en>*** APPEL SYSTRAN POUR CHAINE :</obj_remark_en> 

<obj_dimensions>H: 0,190 L: 0,295</obj_dimensions> 

<obj_mat> 

<obj_materials>broderie (technique)¦cabochon</obj_materials> 

<obj_materials_en>*** APPEL SYSTRAN POUR CHAINE : broderie (technique)¦cabochon</obj_materials_en> 

<obj_materials_info /> 

</obj_mat> 

<obj_colour /> 

<obj_colour_en>*** APPEL SYSTRAN POUR CHAINE :</obj_colour_en> 

<obj_kw /> 

<obj_dat> 

<obj_date /> 

<obj_named_period>XIXème siècle</obj_named_period> 

<obj_named_period_en>*** APPEL SYSTRAN POUR CHAINE : XIXème siècle</obj_named_period_en> 

</obj_dat> 

<obj_history /> 

<obj_assoc /> 

<obj_assoc_en>*** APPEL SYSTRAN POUR CHAINE :</obj_assoc_en> 

<obj_owner /> 

<obj_use /> 

<obj_use_en>*** APPEL SYSTRAN POUR CHAINE :</obj_use_en> 

<geo> 

<geo_prod_place>XIXème siècle</geo_prod_place> 

<geo_prod_place_en>*** APPEL SYSTRAN POUR CHAINE : XIXème siècle</geo_prod_place_en> 

<geo_place_info /> 

</geo> 

<prod_type /> 

<prod_type_en>*** APPEL SYSTRAN POUR CHAINE :</prod_type_en> 

<geologic_name /> 

<geologic_name_en>*** APPEL SYSTRAN POUR CHAINE :</geologic_name_en> 

<rec_type /> 

<museum_keywords>faux uni¦feuille¦fleur stylisée¦fond brun¦frise¦motif géométrique¦paon¦perle (décor)¦plume (décor)¦polychrome¦rayure</museum_keywords> 

<obj_style /> 

<obj_style_en>*** APPEL SYSTRAN POUR CHAINE :</obj_style_en> 

<tech_type>broderie (technique)¦cabochon</tech_type> 

<tech_type_en>*** APPEL SYSTRAN POUR CHAINE : broderie (technique)¦cabochon</tech_type_en> 

</descript_fields> 

</museum_images>

13.2.2 CHOL DataBase Record Fields
Each record has the following structure (field names):

ID

Technical

museum_record_id

collection_name

Copyright string and restrictions

right_note

rep_right_owner

photographer

obj_auth_right_owner

rep_restrictions

copyright

High definition images

hd_museum_available

hd_museum_format

hd_museum_size

hd_museum_file_name

hd_path

hd_scan_author

hd_scan_date

hd_scan_type

hd_editing

Documentary and descriptive

obj_invent_num

obj_type

obj_title

obj_others_titles

obj_gen_desc

obj_phys_desc

obj_author

obj_auth_info

obj_remark

obj_dimensions

obj_materials

obj_materials_info

obj_color

obj_date

obj_named_period

obj_history

obj_assoc

obj_owner

obj_use

geo_prod_place

geo_place_info

prod_type

geologic_name

rec_type

museum_keywords

obj_style

tech_type

13.2.3 CHOL Fields' Information
For each record field the following information is available

ID

French term

English term

Italian term

Definition

Field type

Full text search

keywords search

Occurrences # mid/max (multiple values)

Length

Controlled Field (lists of authority and thesaurus)

Example

SVT (NA/O/F)

Arts /Ethno (NA/O/F)

Handwriten (NA/O/F)

Livraison OpenMuseum

13.2.4 CHOL DB Example Record
An example record with some of this information is presented.   A controlled list of keywords (authority file or thesaurus) has been used for the  annotation of the  images:

ID
English term
Definition
Controlled Field (lists of authority and thesaurus)
Example

Technical





museum_record_id
Museum record Identifier
Record ID in the museum (in its own system)
N


collection_name
Collection name
Orphea package, representative of the collections (according to CHOL/museum agreement)
N


Copyright string and restrictions





right_note
Rights note
Information about  the rights 
N


rep_right_owner
Reproduction right owner

CHOL List (museums, photographer, others)
Museum of Tissus in Lyon, H. Lewandowski…

photographer
Photographer
Name of the photographer  (of the image, not the artist)
CHOL Photographers List  
H. Lewandowski

obj_auth_right_owner
Author rights owner

CHOL Authors/Créatives List  
Collective works, Pablo Picasso, Christian Lacroix…

rep_restrictions
Reproduction restrictions

CHOL List


copyright
Copyright
Mention of the copyright
N
© Photo RMN - H. Lewandowski

High definition images





hd_museum_available
HD Image Museum availability
Availability of the HD in the supplier
N
yes or no

hd_museum_format
HD Image format

Formats list
TIFF, JPEG, VFZ

hd_museum_size
HD Image size
in Bytes
N
50  Mo

hd_museum_file_name
HD Image name

N


hd_path
HD Image path
Chemin d'acces de l'image chez le fournisseur
N
URL

hd_scan_author
Scan author
Author of the numerical one
N


hd_scan_date
Scan date
Date of digitalization
N


hd_scan_type
Scanner type
Scanner type
N
Kodak DCS 600

hd_editing
Image editing permitted
Image editing permitted
N
default = unauthorized

Documentary and descriptive





obj_invent_num
Inventory  number
Museum inventory number
N
1-1-1341-0-1

obj_type
Object type

CHOL List from museum vocabulary
Painting, photo ….

obj_title
Object title

N
La Joconde

obj_others_titles
Object others titles
Other object titles ("alternate" titles) ; 

Free text ;for the museums in conformity with OpenMuseum, the value of this field will be generated by the converter, by concatenation of the following infos (with separator to be defined), only if Boolean "Title visibility" of the card OpenMuseum=true :
Object title

Object title type

Language title
N
Mona Lisa / La Gioconda

obj_gen_desc
General Description

N


obj_phys_desc
Physical description

N


obj_author
Object author
Note:  Several possible authors, if collective work
CHOL List from museum vocabulary
Authors of collective works, Giorgio de Chirico, Vermeer de Delft…

obj_auth_info
Object author additional information
Note:  Several possible authors, if collective work

Free text ;for the museums in conformity with OpenMuseum, the value of this field will be generated by the converter, by concatenation of the following infos (with separator to be defined), only if Boolean "Title visibility" of the card OpenMuseum=true :

Object author role

Object author certainty

Object author remark
N
Scenario writer, Realizer, pigmentation by... (examples of role of the author of the work, for a collective one) certainty on the author:  yes 

obj_remark
Object Note
Notes
N


obj_dimensions
Object dimensions
Resulting from the 16 Open under-fields Open Museum
N


obj_materials
Object Materials
for the museums in conformity with OpenMuseum, the values of this multi-valued field will be fed by the converter from :      Material keywords
CHOL List from museum vocabulary
cotton / goldbeater's skin /satin /natural silk

obj_materials_info
Object Materials additional information
for the museums in conformity with OpenMuseum, the values of this multi-valued field will be fed by the converter from : 

Material components

Material geographic origin

Material name
N
2 chains / 2 lats / goldbeater's skin / worked / phosphoresced / acrylic / Morocco / Oceania / Africa

obj_color
Object color

ISO List


obj_date
Object date
Free text ;for the museums in conformity with OpenMuseum, the value of this field will be generated by the converter, by concatenation of the following infos (with separator to be defined) :

Date entries

Event date

Precise date

Interval date

Start date

End date

Before of after JC

Date precision

Date certainty

Date method

Added date show
N
16th century, surrealism, the Fifties, etc.

obj_named_period
Named period
for the museums in conformity with OpenMuseum, the values of this multi-valued field will be fed by the converter from : 

Named period
CHOL List from museum vocabulary
Neolithic, Surrealism…

obj_history
Object history

N


obj_assoc
Object association
Places, people, associated events.

Free text ;for the museums in conformity with OpenMuseum, the value of this field will be generated by the converter, by concatenation of the following infos (with separator to be defined) : 

Association type

Associated activity

Associated concept

Associated cultural context

Associated date

Associated event type

Associated event name

Associated object

Associated person type

Associated person name

Associated place

Other associations
N


obj_owner
Object owner
The owner of the object is not always the museum where the object is.
N


obj_use
Object use

CHOL List from museum vocabulary


geo_prod_place
Production or discover place
Place of production or discovery;  for the museums in conformity with OpenMuseum, the values of this multi-valued field will be fed by the converter from:

Production place
CHOL List from museum vocabulary


geo_place_info
Geographic presentation
Free text ;for the museums in conformity with OpenMuseum, the value of this field will be generated by the converter, by concatenation of the following infos (with separator to be defined) :  

Geographic certainty

Geographic remark

Geographic indication type

Geographic coordinates

Geographic code
N


prod_type
Production type

CHOL List from museum vocabulary
industrialized

geologic_name
Geologic name

CHOL List from museum vocabulary


rec_type
Record type

CHOL List


museum_keywords
Museum keywords
Keywords delivered by the museums (according to their internal classification).

For the museums in conformity with OpenMuseum, the values of this multi-valued field will be fed by the converter from : 

Position

Concept

Date

Description

Event type

Event name

Object 

Person

Person name

Described activity

Described place
CHOL List from museum vocabulary


obj_style
Object style

CHOL List from museum vocabulary
Art déco

tech_type
Technic type

CHOL List from museum vocabulary
Oil-base paint

13.3 GMM (GIUNTI MULTIMEDIA)
GMM has made available  information on the structure of their DataBase (under development).

13.3.1 GMM Record

13.3.1.1 Potentially ambiguous field identifier

In the following table, the fields in the GUI  DB are presented, referring to the image load operation and /or seek operation,  which may cause misunderstandings as far as the end user is concerned. In the column “Alternate name” we present  alternative interpretations of the captions which may arise  in the effort of the end user to understand those ambiguous labels. .

GUI Field
Alternate name
Description of what we mean

Typology
Subject / Topic
The source material: slide, negative film, photograph, print, duplicate

Caption
Legend / Description / Title
A full text description of the picture, without restrictions on the type of words used. It is, of course, based on the photographer's information, but is often extended by the people entering the image data

Subjects
Keywords / Legend / Description / Title
A list of 488 possible keywords, among which the operator chooses one or more terms describing the picture's main subjects (see section 1.2)

Chronology
Period / Style
The age of the subject. Possible choices are: Prehistory, Ancient Times, Middle Ages, Renaissance, 17th Century, 18th Century, 19th Century, 20th Century, Current Times

Geographical site
Location / Site / Town
The name of the country (and or town) where the subject is

Author
Painter / Sculptor / Architect / Artist …
The name of the author of the art piece represented, where applicable

Site
Location / Museum / Collection
The museum or place where the art piece is physically, followed by the name of the town, where applicable

Concepts
Subject / Topic / Legend / Keywords / Description / Title
Is available for an eventual hierarchic tree-structure (i.e. botany > plant > flower > rose); it is at the moment not implemented

Original Owner
Owner / Photographer / Source
Who the image belonged to (before being acquired by GMM)

13.3.1.2 Unambiguous field identifier

In the following table, the fields of the GUI  DB are presented which refer to the image load operation and /or seek operation  and should not cause any misunderstandings from the end user point of view.

GUI Field
Alternate name
Description of what we mean

Identification code
ID
An unique number is associated to each image

Operator
Compiler’s name
The person who entered the data

Preview
Preview
The thumbnail format of the picture

Shot
Kind of image
Aerial, Panorama, Full length, Close-up, Detail, Macro

Rights
Copyright
Image rights owner

Quality
Quality
Gives an overall idea of the shooting quality (perfect, good, adequate)

Format
Size
24x36 mm, 4,5x6/7 cm, 6x6 cm, 6x9 cm, 10x12/13 cm, 13x18 cm

Aspect
Orientation
Vertical or Horizontal

Photographer
Photographer
The name of the person who did the shot

Shot
Kind of image
Aerial, Panorama, Full length, Close-up, Detail, Macro

Rights
Copyright
Image rights owner

Exclusive rights
Exclusivity
Yes/No field, indicates whether the Iconographic Archive has exclusive rights on that picture or not

Date of the picture
Picture shooting date
a four figures number identify the year in which the picture was taken

Notes
Notes
Special notes on the pictures (i.e. if the picture was already used for any publication)

Volume Hires
Volume number
code number of the CD-WORM on which the high resolution image is stored
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